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5.2 ANJUYK-30 Evaluation

The evalua tion of the AN/UYX-30 as a suitable candidate
for the high-speed ~P module was performed in accordance with the
following sub-tasks:

1. Benchmar k prog ram performance.

2. Elec trical interface with ONR microbus (iiBus) and
associated macromodules.

3. Packag ing compatibility with ONR macromodules.

5.2.1 Benchmark Program Per formance

As in the Phase III study for the AN/UYX-20 and PDP-ll/34
computers , the Angle Track Error program module (SP-l6 ) was used as
the benchmark program to assess the AN/UYK-30 performance for mis-
s u e  steering command generation (SCG). Support softwa re for
coding the program on the AN/UYK-30 was limited to a sym bolic
assembler.

The AN/UY~-30 assembler , resi dent on a floppy-disc , was
obta i ned from the Naval Avionics Facility , Indiannapolis (NA?I), to-
gether with supporting documentation (Ref. R-l 3). An in-house
In tel Microprocessor Development System (MDS) was used to generate
ANfUYK- 30 object cod. from the benchmark program written in
AN/UYK-30 assembly language .

- r
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By comparison the PDP-11/34 has one clear advantage with

its assembly language , namely the ‘PC addressing mode’ which cre-
ates multiword instruc t ions with indirect add resses provided by the
assembler. On the M4/UTE-30, the programmer must create indirect
words as constants and keep track of them when coding . For com-

piler use , naturally this feature is transparent to the programmer ,
an d b e e s i ts advantage .

The benchmark was coded tetcez once using software float-
i ng-point arithmetic and again using fixed-point calculations.

Software Floating-Point Arithmetic - To perform float- - 
-

ing-point calculations on the M/UTX—30 , a number of software float-

ing-point routine s we re w r i t t e n . Formats  we re designed to be iden-
tical to PDP-ll/34 floating-point arithmetic with subroutine calls [
s~~ stituted for the non-existent floating—point instructions. A

comparison of execution times is shown in Table 5.3. In addition

to being more than ten times slower , th. lack of special f loat ing
point registers required extra instructions to load normal regis-

ters for inputs to th. f l o a t in g — p o i n t  subrout ines .  Tb. penalty is
approx ima tely fifty percent more storage requ i red for AN/UU-30
floa ting point calculations.

5-8
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TABLE 5.3

COMPARISON OF ~~~~~~~~~~ TIMES OF AN/UYE-30,
PDP-ll/34 AND AN/UYK-20.

Processor Execution Time (~~sec)

AN/UYK-30 (160 ns. memory cycle) 2250
(660 na. memory d d e ) 2956

PDp-1l/34 (assembler) 379

AN/UY~-20 (assembler) 460

NOTES:

* Execu t ion time of program SP14 , using a ‘typical pass’ in
which there was no jaims~ing, and targe t detection in one Doppler
Cell.

I ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~~~~~~~~~~~~~~~~~~~ 
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TAB LE 5.4
FLOATING-POINT COMPARISON 0? AN/UTX-30 VS. PDP-ll/34 .

E XE CUTION TIME (use d)

Floating-Point AN/UTR-30 PDP-ll/34

Instruction Software Hardware

Memory: 160 nsec 660 nsec

Load and Convert 79.25 103 5.53

Intege r to

Floating-Point

Addition 152.75 209 9.87

Multiply 135.5 182.25 7.87

Divide 171.75 212.25 13.7

5-10
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Fixed-Point Arithmetic - The results shown in the —

r previous paragraph show the AN/UU-30, using software floating-

point calculations, to be approx imately six times slower than

the PDP-11/34 when executing a typical program section. ToL avoid unfairly penalizing the AN/UYK—30 for its lack of floating—

poin t har dwa re , the ‘typical program section’ was recoded using
sof tware fixed - p~ in t calcula tions and the resul ts are lis ted
In A ttachments Tables 5.6 and 5.7. The ‘typical program section’
execution time was roughly halved , using fixed-point making

the AN/UYX-30 about three t imes slowe r than the PDP-ll/34 .

Fixed-point arithmetic was performed using a fixed 16—bit

in teger and 16-bit fraction , correspond ing to the 32-b it  precision
used in the floating-point calculations .

In i ts favor , the ANIUTK-30 has three double-precision in-
s t r u c ti o n s  wh ich  we re u s e f u l  in both  the f i x e d — p o i n t  and f loa t ing -
poin t rou tines viz:

a. Double precision ADD

b. S h i f t  l e f t  double
c. S h i f t  r i g h t duble

- 
Table 5.5 gives the sizes of the ‘typical program sec-

t ion’ when coded for PDP-1l/34 and the AJhl/UYX_30 .

~ II i-

~
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1 ~~TABLE 5.5
P ROGRAM ‘SIZE OF ‘TYPICAL P ROGRAM SECTION’

Processor 16-bit words

PDP—ll/34 (assembler) 175

AN/UYI~-30 (assembler w i t h  f l o a t i n g -p o i n t)  276

AN/UYI~—30 (assembler with fixed—point) 265

NOTE

* Sizes do not include the software arithmetic routines.
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TABLE 5.6
COMPARISON OF •B~~CI4~44~

p
~ EXECUTION TIMES OF AN/UYX-30

(FIXED-POINT ?~ND FLOATING-POINT), PDP-ll/34 AND AN/UYR-20.

L.
Processor Execution Time (usecs)

~~JUYK-30 (u s i n g  s o f t w a r e
fixed-poin t calculations )

160 nsec memory cycle : 1145

660 nsec memory cycle: 1324

~4~/UYI~-30 (using software
floa ting-point calculations )

160 nsec memory cycle : 2250
660 neec memory cycle: 2956

PDP-ll/34 (with hardware

f l o a t i n g — po in t )  379

~~/UY1C-2O (with hardware

floating -point) 460

NOT

* Execution time of program SP14, using a ‘typical pass’ in
which there was no jamm ing , and wi th targe t de tection in one
Doppler Cell.
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TABLE 5.7
ARITHM ETIC COMPARISON 0? AN/UYR-30 VS. PDP-ll/34 ,

WITH AN/UYK-30 FIXED- POINT VS. FLOATING-POINT .

IN STR~X~TIOW’ EXECUTION TIPIE 2 (p secs)

AN/UYK-30 AN/TJYK-30

Floating-Point Fixed—Point PDP-ll/34

Sof tware Sof tware Bard wa re

Add 153(209 ) 2.25(2.75)~ 9.87

Multiply 136(182) 67(79) 7.87

Divide 172(212) 114(130) 13.7

NOTES

1) All instruction times are for 32—bit precision calculations.

2) AN/UYX-30 instruction times are given for two different memory

speeds , fast 160 nsec cycle time, and slow 660 ns.c cycle

time . The execution times using the slower memory are given

in paren theses.

3) The fixed-point 32-bit precision ADD is simply an AN/UYR-

30 double-precision addition instruction , DADD.
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5.2.2 Electrical Interface with ~Bus

The second aspect of the AN/UY1~-30’a suitability for adop-

tion as a high-speed central processing unit in the macro—modular

mi cro computer family lies in the electrical interface of the CPU

with the ONR 3Bus. Figure 5.3 shows the AN/UYX-30 interface line s

and Figure 5.4 shows the ONR ~Bus in terface requirements . The
chief difference between the two is in the line of partitioning cho-

sen between the simple semiconductor memory interface , wh ich has to
be met in any event , and the memory - sync hroniz ing timing and con-
trol circuits. Figure 5.5 illustrates the latter point.

The followin g paragraphs take into consideration both the

software and hardware implications of incorporating the A14/UYR-30
CPU within the macro-modular micro computer family .

A14114Yk 30
~~~~~~ ~ *

___________  

-.

____  ~~~~ I. -• 0,~~~~~~~ 0

-— ~~~‘~~~~7~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

\~~~
Fi gure 5.3 - AN/UY~-30 CPU Interface
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DNA OPERATIONS - The AN/UYK-30 contains a single channe l direct

memory-access (DNA ) capability . The word count and address regis- — -
ters are contained within the unit. These registers are loaded and
controlled by the BLOC instruction . The BLOC Instruction specifies
the location of a two-vord semaphor specifying the block length and
word count to be used in the transfer. Upon completion of this in-
struction , a Block Start pulse is sent to the external device . The
ex terna l device , when ready , ra ises the B LOCX IN/cXJT request line .
Af ter the CPU acknowledges via a BLOCX IN/OUT ACX , the CPU places
the memory address on the eddrees bus and the ex ternal device

places/rece ives data from the data bus unde r control of the MEMR,
ME J44 s i g n a l s .  The d i f f i c u l t i e s  he re are : —

o CPU c o n t r o l s  address  l i n e s .
o Only one DNA channe l is provided .
o End of Data Interrupts are internal to the CPU.

o BLOC instruction operation assumes unique

dedicated DMA log ic.
o CPU maintains word count register.

o No DMA status monitoring is provided .

In order to mate the AN/UYX-30 to the ~Bus, the DNA por-

tion of the AN/UY~ -3O associated with Word Count, Memory Address
Regis ter , and 8LOC~ IN/~ JT interrupts must be deleted . The DNA
initiate command BLOC must also be removed .

All of this logic is conta ined in the OPIR DNAIO module.
Two DMA channels are required for the application , and all of the

normal DMA functions of load WC. MAR , etc., will be con tained in
these modules.

~~ 17
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The load ing, DNA starting , DNA status monitoring are then

accomplished by using direct memory operations of the form STA ,

MA ; L.DA, MA - where MA is the address of the DNAIO register.

The DNA start  co and , which is normally a result of the BLOC in-

struction , can be generated by a direct memory write to the DMA

start/stop register .

A DMA control signal multiplexer is required to translate

the DNAIO module lines of MEN REQ/ACX and direction to the AN/UYX-

30 lines of BLOCK IN REQ. BLOCK ~ JT REQ. BLOC K IN ACK , BLOCK (XJT

ACK. This assumes, of course , that after the deletion of the DMA

logic cited above , the external controls remain unalte red . In

order to ensure that the ex terna l OMAs have bus control , a DNA
CYCLE signal must be generated to inhibit the AN/UYK-30 address and

memory control lines. This requirement poses no difficulty for
BLOCK IN requests  but  i t  does f o r  BLOCK OUT requests. The differ-

ence here is for BLOCK IN , the ex ter nal DNAIO module knows when to
put the memory address on the bus via the BLOCK IN ACK . However ,

in the BLOCK OUT case , the ACK comes out after th. f a c t,  and the
DMAIO module does not know when to place the Memory Address on the
bus. (See timing diagrams, Fi gures 3.6 ~. 5 . 7 )

Only one desirable alternative is possible. The line

I nd I cat ing the beg i nn i ng of a B LOCK OUT cyc le, or a DMA CYCLE
begin, mus t b brought out from the ANIUYK-30. This line should

go active either at or slightly before MEMR. This will allow

the DMAIO module sufficient time to place the address of the
desired memory cell on the bus.

Anothe r solution would be for the DNAIO to route the ad-

d ress of the memory request through the ANIU’YX-30 . This approach
I. u n d e s i r a b l e  and fo re ign  to the building block technique .

5-18 
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Logic  on the absence of a ‘New I n s t r u c t i o n ’ pulse a f t e r
a MEMR could  be done to deduce the c u r r e n t  MEMR is scheduled for

the  DMA and n~~t the CPU. T h i s  would  be cumbersome and modera te ly
complex .  The most s t r a i g h t - f o r w a rd s o l ut i o n  is to just  bring out
the DM A beg in  cyc le  s t robe .

I n s t r u c t i o n  Set U t i l i z a t i o n  - The instruction set peculiar to the
CPU o p e r a t ions  such as ADD , SUB , INDEX REGISTER mani p u l a t i o n s ,
e t c . ,  are  adap t able w i t h o u t  m o d i f i c a t i o n s . N e a r l y  all of the I/O
instruc tions t gethe r w i t h  the I n t e r r u p t  h a n d l i n g  i n s t r u ct i o n s  w i l l
either not be used or m o d i f i e d . The ‘not ueed mean s the fu n c t ions
are to be retained ; the difterence in implementation is substan-
t i a l l y ~i~~f t e r e n t .

~~u~/Out_put in struction s - A l l  of the I/O i n s t r u c t i o n s  have I/O
device address fields encoded in the instruction . The I/O devices
typi cally decode thi s specific field to de termin e the action
required . The M s c r o  Module  approach t r e a t s  a l l  I/O i d e n t i c a l l y  as
memory negating the need for any special I/O fields in the instruc-
tion word . An I/O dev ice ie assigned a bank or series of add ress
that it is responsive to. These addresses are specific memory

— addresses. When the programme r desires to execute a paralle l
input, for example , an LDA , MA is used . Since all I/O , i n c l u d i n g
memory , Is on the same UBuS , it appears to the programmer that the
data came from memory. This approach negate s the need for a spe-
cial class of I/O instructions.
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LNPUTLOUTPUT INSTRUCTION DI~~POS ITLON

Ins t ruc t ion

POUT , PIN These instructions may be

conveniently rep laced by direct
memory wri tes to the appropriate

POlO module .

SIN , SOUT The serial I/O unit, togethe r

w i t h  the SIN , SOUT instructions,

are to be replaced by the SOlO

module . The activation and con-

trol of the 5010 unit is

con trolled by direct memory read s

and w rites.

SKIP I/O Not Ready Th is func t ion is implemen ted by
execu t ing a d irec t memory read
fr om the addressed device . The

execution of a Branch A ~ 0 w i l l
cause the proper  s k i p .

fl LOC This  i n s t r u c t i o n  i~ to be de leted .

Interrup t Structure - The AN /UY K -3 O prov i des both i n t e r n a l and cx-
ternal interrupt s . Tb. internal ones include H a l t ,  Powe r F a i l ,  BLK
OUT , and BLK IN.  The re are four ex te r na l in te r rup t s  suppl i ed to
the user. The BLX OUT/IN interrupts are generated by the internal

DM A. Sinc, ex te r na l tIIAIO will be used, i t will be necessary to

de lete these i n t e r r u p t s  f rom the priority tree . The ra t ionale  here
is that t a u l t ip l e  DMA un i t s  are to be implemented , and ex ternal pri-
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o r i t y  logic w i l l  be used to cont ro l  the various End of Data process—
ing c o n d i t i o n s .  The DNAIO module supplies only one EOB and assumes

that normal prog ram housekeeping can determine the transfer direc-
t ion .

The In terrupt mask function cart be accomplished by

utilizi ng a register in the P010 module. Th, mask may be loaded by
a d irec t memory w r i t e . This  regis te r may also be use d to perform
the A r m / D i s a r m , Enable /Disable in ter rupt  funct ions . Th is op e ra t i n g
mode allow s for Interrupt pending operations to be performed.

Since the number of interrupts exceeds the machine capac-

ity, in terrupt vectoring will be required . This may easily be done
by using a POlO module where th. interrup t status can be readily

de te rmined. The AN/UYK-30 normall y acknowledges an interrupt by

generating the Interrup t Acknowledge si gnal with th. current inter-

rupt being processed encoded in data bits 14 and 15. This is ade-
quate for non-expanded interrupts~ however , the resetting of the
vector needs to be done . The IOCP instruction may be used to reset
each individua l Interrup t bit.

ry Timing - The basic memory t i m i n g  d i a g r a m  is shown in Figure

S.R. The CPU places the address of the memory all on line gated
wi h a MEP ~~ or ME *I command . Memories and devices (aste r than 500
-
~~~~ do not need logic on the device busy line. Since this will be

~he case for most memories used , no logic is necessary . For the un-
usua l case of slow memories, the Memory Interface module will con-
tain a counte r delay register. This delay will be used to maintain

a ‘not ready ’ status to the CPU for the durat ion of the m mory
cyc le. The case of a slower memory u.ed in conjunction wi th  a fast
Mac ro Module presen ts difficulties in delaying the cycle . The prob-
lem here is that although a delay for da ta to or from memory

5-22
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is requ i red , da ta  to or f r o m  the module requires no delay or a dif-
‘øren t -is- lay . The p r o b l e m  is resolved by incorporating a ‘device
not busy signa l bus’ in all Macro Modules.

Now , when a MEMR/w is ge nera ted  to the slowe r memory, the
memory delay counter is activated . However , when a MEMR/W is
directed to a fast Macro Module , the delay is terminated by the
faster device.

In the ~ JR UBus , the memory access li nes are Add ress ,
Data , Read/Writ e . Generally, in a dedica ted system , the data read
is an open-ended read . Data is assumed v a l i d  fo r  sampl ing  a f t e r
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some arbitrary clock time . Data and address ripple s through the

system until the ‘nex t’ clock cycle. This approach works well for

a sing Le dedicated system. However , in a quasi general applica-
tions sense , memory operat ions  should be independent of CPU clocks

and hand shaking logic should be used. This is exactl y the ap-
proach used by the AN/UYK-30. The use of the direct lines of

M.EMR/W allow ex ternal devices to be designed independent of CPU

timi ng constraints and considerations.

M i s c e l l a n e o u s  Siqn a l s  - Since the thrust of this analysis has pri-

man ly been to determine final form operating conditions, some of
the ancillary functions have been de ferred . These include control

panel contro l, powe r con t i ngencies , halting and clock control.
These signals are unique to each particular CPU and as such have no

system module counterparts.

Conclusions - The modifications required for the AN/UYX-30 neces-

sary for inclusion in to ONR Macro Modules are moderate . The funda-

menta ’ CPU is retained while the I/O undergoes modification.

There Is i n s u f f i c i e n t  data  to measure  the full impact of
t ’— e p a r t i t i o n i n g  t h a t  has been recommended . Although superficially

I t  appears  m i n o r ,  only de ta i l ed  a n a l y s i s  can t r u l y  measure i t s  f u l l

~n p a C t .

The details not withst anding the AN/UYX-30 appear, to be
an excellent candidate for inclusion into the macro-modular micro

compu ter family.
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5.2.3 Navy SAM/SEN Macro-Module Packaging

To utilize the AN/UYR-30 CPU as a hi gh-speed 16-bit micro-

processor module in the macro-modular micro computer family re-

quires that the integrated-circuits (ICs) currently packaged on six

Navy SEM-2A mod u les be consol ida ted  in one Navy standard av ionics

module ( S A M )  or standard electronics module (SEM), using alternate

low-power device technology and very large scale integration (VLSI)

packaging techniques. Table 5.8 gives the IC counts and power dis-
sipa tion of the existing AN/UYX-30 modules using Schottky—bipolar

dev ice technology . By comparison complimentary metal-oxide semi-

conductor , sil icon-on-sapphire (CMOS-SOS ) circuit implementation

would achieve between 1/4 to 1/5 the powe r d i s i n f la t i o n .

Reducing the total dissipation of the CPU to between 3.5

to 4.5 watts. This lover power dissipa~- ion would enable the whole

CPU to be concentrated on one SAM or SEM-2A module using current

1000-gate array CMOS-SOS dev ices and h y b r i d  packag ing techniques.

The c o n f i g u r a t i o n  of the AN/UYK-30 CPU in macro-mod ule form is
shown in F i g u r e  5 .9 .
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TABt.E 5.8

AN/UY~-30 CPU PACRAGING REQUIREMENTS

Total Total Powe r
Module Name Qty . No. of I .Cs D i s i n f l a t i o n  (Watts)

8—Bit RALU 2 26 7.4

S lice

T i m i n g  and 1 22 2.0
C o n t r o l

Microprogram 1 16 4.1

Memory

Counte r 1 9 1.6

Decod er

z s~~~~ rn and 1 19 2 . 3
I n t e r r u p t

- ‘ r,trol

Totals: 6 92 17.4

i
-
I
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Figure c •g - AN/UYK-30 CPU as a Single SEM- 2A Macro-Module

The two 8 - b i t  s l ice RALtJ s are conta i ned in one 2 in . x
1 in. hybrid LSI package , and t h ’-~ r e m a i n i n g  m i c r o p r o g r a m  memory and
associated timing and c o n t r o l  c i r c u i ts are packaged in a second 2
in. x I in. hybrid. This approach is simil ar to that propo sed in
the Phase I I I  Repo r t  ( R e f .  R - 4 ) .
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The propo sed Navy standard avionics module (SAM) Figure
5.10 1. large r than the SEM-2A but i~ still limited to 30-36
integrated circuits , therefor e , hybrid packaging of the CPU cir-
cui ts Is still required to achieve a single modu le configuration .
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Figure 5.10 - Conceptual Design of Navy Standard

A v ionics Module
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6. LOW•COST SERIAL DIGITAL INPUT-OUTPUT MODULE
(SDIO)

Serial digita l communication between microcomputers in

distributed microcom pute r systems can be costly in terms of the in-

terface hardware required to drive conventional electrical busses.

Nevertheless, the simplicity, r e l i a b i l i ty an d l i ghtweight attri-

butes of a redundant single-wire interface remain attractive tea-

tunes for missiles. Furthe rmore , the use of the mili tary s tandar d
serial digital multiplex interface (MIL- STD—lSS3A ) provides

compatibility with the aircraft av ionics and associated ground sup-
por t equipment.

To overcome the drawbacks of conventional electrical in-

te r f ace har dw are , the use of fiber-optic data links was explored .

It was found that presentl y available fiber-optic products , whi le
influe ncing the form of communication network, (e.g. party-line ,

star , round-robin), offered significant size , weight , powe r and
cost reductions compared to the electrical counterparts .

This task of the study was broken into the following

three sub- tasks:

1) Review of available electrical interface circuits.

2) Review of available fiber-optic interface components.

3) Practical fiber-optic communication system .

6.1 Available Electrical Interface Circui ts

I n v e s t i g a t i o n s  showed that available electrical interface

circu i ts we re originally developed by several manufacturers for the
Air Force 8-1 strategic bom be r program . To satisf y the conversion

6-1
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f r o m  paral lel  to s e r i a l  d i g i t a l  data and vice versa ,  the SDIO mod-
ule is typically divided into three main sections (Figure 6.1).

INTLR-SUSSYSTEu
ISS3 B BUS

~ < ~~~ _______  

. 1I
~~

I
~ 1 ~

~.1 ~~~~~~~~~~~~~~~~~~~~~ I DECODER —

~ 
j  INTERFACE ] ~

Figure 6.1 - Electrical Interface Circuits

Serial Djjjtal Bus Interface

Since  the MIL-STD— 1553A s pe c i f i c a t i o n  (Reference  R- l4 )
calls for transforme r coupling and f a u l t  i so la t ion  to a shielded—
tw isted-pair bus or stub for the serial-digital interface between
subsystems , this interface is offered as an entity by some manufac-

tuners (References R-15). Figure 6.2 illustrates one such avail-
able Interface prod uct. The power dissipation of the latter
devi ces is rela t ively high , and contributes 99 - 5% of the tota l
power dissipation of the entire SDIO module. Physically, these cir-

cu it s are large , (Figure 6.3), which in turn conflicts with the U -

size , weight and power limit ations of small missile applications.
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